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Purpose
Artificial intelligence (AI) technology is being rapidly adopted into many different branches of medicine. Although research has started to highlight the impact of AI on health care, the focus on patient perspectives of AI is scarce. This scoping review aimed to explore the literature on adult patients’ perspectives on the use of an array of AI technologies in the health care setting for design and deployment.

Methods
This scoping review followed Arksey and O’Malley’s framework and Preferred Reporting Items for Systematic Reviews and Meta-Analysis for Scoping Reviews (PRISMA-ScR). To evaluate patient perspectives, we conducted a comprehensive literature search using eight interdisciplinary electronic databases, including grey literature. Articles published from 2015 to 2022 that focused on patient views regarding AI technology in health care were included. Thematic analysis was performed on the extracted articles.

Results
Of the 10,571 imported studies, 37 articles were included and extracted. From the 33 peer-reviewed and 4 grey literature articles, the following themes on AI emerged: (i) Patient attitudes, (ii) Influences on patient attitudes, (iii) Considerations for design, and (iv) Considerations for use.

Conclusions
Patients are key stakeholders essential to the uptake of AI in health care. The findings indicate that patients’ needs and expectations are not fully considered in the application of AI in health care. Therefore, there is a need for patient voices in the development of AI in health care. (J Patient Cent Res Rev. 2024;11:51-62.)
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While artificial intelligence (AI) is defined and described in a variety of ways, it is generally understood as a branch of computer science, whereby machines are designed to simulate and mimic human actions.1 Machine learning is a type of AI that uses collected data to recognize patterns and predict outcomes and best courses of action – the cornerstone of AI.1,2 These human-like problem solving skills have earned AI a practical place in various health care fields.3

Perceptions of AI use in health care vary;4,5 for example, Jotter and Bosco addressed potential ethical considerations behind AI implementation.4 They examined a framework of understanding AI reception in health care and concluded that human-centric components were vital to the implementation and reception of AI.4 In another study, Petersson, Larsson, Nygren, et al identified three primary concerns of health care leaders regarding the implementation of AI: External factors (liability and quality compliance), change management (resourcing and staffing), and transformation (roles and relationship changes).5 These concerns highlighted the need for clear regulatory oversight of AI in health care. When addressing user apprehension of AI-assisted health services, Longoni and Morewedge’s research indicated that, even when presented with evidence of cost savings, accuracy, and efficiency, patients preferred human interaction and discretion over AI to communicate important and potentially life-saving information and interventions.6

Despite all these challenges, the use of AI in medicine is on the rise.7 As such, the promise of the ubiquity and ability of AI needs to be tempered by a realistic approach that considers AI assistance and enhancement in current care. In Artificial Intelligence-Enabled Health Care Delivery,
Reddy and colleagues posited the following 4 domains where AI could impact health care: 1) Offloading health care administration duties, 2) Supporting clinical decision-making activities, 3) Facilitating patient monitoring, and 4) Supporting treatments for patients. The same perspective of AI as benefiting clinical approaches was echoed in a Population Health Perspective on Artificial Intelligence, which then expanded on the need for a user-friendly interface with positive exposure for AI to be effective.

Given the essential role patients play in the uptake of AI and the fact that these changes will eventually impact their health, it is necessary to include their perspectives in the implementation of AI in health care. Our objective was to map and synthesize the existing literature involving patients’ understanding of AI utilization in health care and to identify the key concepts and knowledge gaps in the literature.

METHODS

Despite the growing use of AI in health care, there is a lack of precise information on how patients perceive the advantages and disadvantages of AI. We chose scoping review as our methodology as it best aligned to our objective, allowing our team to cover a broad range of literature and generate a broad, high-level overview of our chosen topic. This scoping review of literature on patient perspectives regarding the use of AI in health care was conducted according to the five stages of the Arksey and O’Malley framework, described in detail below. The results reported follow the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews (PRISMA-ScR) checklist. In consideration of the interdisciplinary nature of AI in medicine, we used an inclusive approach for our literature search, which included eight electronic databases that were the most relevant to our research topic: AgeLine, Cochrane, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Excerpta Medica Database (EMBASE), Institute of Electrical and Electronics Engineers (IEEE), OVID-Medical Literature Analysis and Retrieval System Online (OVID-Medline), Psychological Information Database (PsycInfo), and SCOPUS. In addition to databases with a medical focus, we also included those with a focus on engineering and the social sciences.

The search was initially conducted in March 2021 and then updated to include articles published up to May 16, 2022. Our search strategy followed an iterative course by refining the inclusion/exclusion criteria and updating our search results during each stage and before submission. For grey literature, we applied the honeycomb grey literature search strategy, which includes theses and dissertations, association reports, government reports, stakeholder reports, and conference proceedings. Furthermore, we explored numerous global publications available on websites, such as Open Grey, Organization for Economic Co-operation and Development (OECD), DuckDuckGo, and LexisNexis. Due to limitations such as access, language, and diversity of health care systems, we focused on Canadian grey literature resources. Handsearching was also completed to further supplement the literature search. Detailed eligibility criteria are outlined in Table 1.

<table>
<thead>
<tr>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult population (age ≥18 years)</td>
<td>Articles published 7 years ago or longer, or published after May 2022</td>
</tr>
<tr>
<td>Computer science technology classified as AI</td>
<td>Clinician perspectives</td>
</tr>
<tr>
<td>English</td>
<td>Pediatric population</td>
</tr>
<tr>
<td>Global</td>
<td>Non-AI technology</td>
</tr>
<tr>
<td>Grey literature</td>
<td>Non-English languages</td>
</tr>
<tr>
<td>Health care setting</td>
<td>Non-health care setting</td>
</tr>
<tr>
<td>Patient perspectives</td>
<td>Full-text version unavailable</td>
</tr>
<tr>
<td>Peer-reviewed literature</td>
<td></td>
</tr>
<tr>
<td>Within the last 7 years (2015–2022)</td>
<td></td>
</tr>
</tbody>
</table>

Stage 1: Identifying the Key Concepts, Issues, and Objectives

In our scoping review, we focused on identifying available evidence on attitudes and perceptions of patients regarding the use of any AI technology in any health care setting as reported in the literature. We used the Population, Intervention, Comparison, and Outcomes (PICO) format to narrow our research objectives. Our main research question was: What is in the literature about perspectives of patients (18+) on the use of AI technologies in health care?

Stage 2: Identifying Relevant Literature

International literature in English regarding the perspectives of adult patients on AI use in health care settings published from 2015 to spring 2022 (including grey literature) was identified and limited to the last seven years to focus on recent AI technology. Our research included adult populations (age 18 and over) given the heterogeneity in pediatric literature.
Our search strategy was developed in consultation with a University of Toronto Reference Librarian. Table 2 illustrates the initial keywords and Medical Subject Headings (MeSH) included. The respective search strings are included (Appendix A) to show how the search strategy developed was applied in practice.

Stage 3: Study Selection

We used Covidence v2978 (Melbourne, Australia) to upload our search results, screen titles, and abstracts, as well as to extract data from the selected and deduplicated studies. The results from the article import and screening process are reported in the PRISMA flow chart in Figure 1. After removal of 1,827 duplicates from a total of 10,571 imported studies, we screened the remaining 9,756 titles and abstracts. Additional studies were added through handsearching. Our inclusion criteria included any peer-reviewed, full-text articles or grey literature published in English from 2015 to 2022 that addressed adult patient perspectives on the use of computer science tools classified as AI in any health care setting (Table 1). Studies were excluded if they described non-AI technology, examined non-patient perspectives, or involved pediatric populations. For each article, two independent, parallel reviewers from the team screened articles for inclusion to full-text review. Any discrepancies were resolved by a third reviewer or the team through discussions. Our team then assessed available full-text articles for eligibility with consensus by two reviewers per article. As a result, 37 studies were included for data extraction.17-53 Of these, 33 were peer-reviewed,17-19,21,43,45,51 and 4 were grey literature.20,44,52,53

Stage 4: Charting the Data

A charting table was designed in Microsoft Excel 365, piloted, and refined on 37 studies.17-53 Key information extracted included author(s), year of publication, study design and aim, sample size, description and purpose of AI tool, health care setting, and key findings of each study to align with the requirements outlined by Arksey and O’Malley.13

Stage 5: Summarizing, Synthesizing, and Reporting the Results

To facilitate thematic analysis, we used affinity diagrams and tabular formats54-56 to organize ideas or data into related groups and to identify patterns, themes, and insights that may not have been immediately apparent.56 For more precise comparisons, a tabular format was used to present information in a structured format in a table or spreadsheet.57 Key themes were drawn out from the studies in multiple iterations and discussed by team members until consensus was reached. A summary of qualitative inputs, directly derived from articles, can be seen as a word cloud in Figure 2.
RESULTS

Article Characteristics
A summary of the key elements of the included and extracted articles is available in Supplemental Table S1. The majority of the articles were published within the last 4 years from 2018 to 2022 (95%, n=35)\textsuperscript{17,35,37,48,50,53} and used a cross-sectional study design (49%, n=18).\textsuperscript{18,19,21,23,25,28,30,3,36,40,42,50,53} The included articles covered a wide range of hypothetical and real-life clinical health care settings such as radiology (16%, n=6),\textsuperscript{17,20,24,30,50,51} dermatology (14%, n=5),\textsuperscript{25,26,32,39,45} and community care (11%, n=4),\textsuperscript{38,41,47,48} which are further detailed in Figure 3. AI applications featured in the extracted articles explored a broad range of use cases, including diagnostics, personalized support, and risk prediction, aligning with previous research that suggested an increased interest in applying AI to advance these uses.\textsuperscript{58} Articles that featured hypothetical AI tools included a broad range of AI roles, with the majority of these articles focusing on factors impacting the acceptance of AI tools, such as age,\textsuperscript{18} education,\textsuperscript{18} provider endorsement,\textsuperscript{17} and trust and accountability of AI.\textsuperscript{22,24,26,40,42,43,53} Clinical applications of AI were investigated in articles that focused on the acceptance of AI for a specific role (diagnostics, care management, etc.),\textsuperscript{28-30,36,37,49} factors impacting acceptance (level of oversight, AI performance, etc.),\textsuperscript{23,25,28,29,32-34,39,41,45,46,50} and how perspectives differ among different patient populations.\textsuperscript{44,47} Additional details regarding the included articles are provided in Supplemental Table S1.

Themes
We identified 4 themes: (i) Patient attitudes on the experiences of AI, (ii) Factors influencing patient attitudes towards AI (demographics, previous experiences, and general interaction), (iii) Considerations for the design of AI (performance, efficacy, accuracy, security, and ownership), and (iv) Considerations for the use of AI (informed consent and accountability).\textsuperscript{59} A summary of themes and a description of subthemes are illustrated in Table 3 and Table 4, respectively, and the distribution of key themes across included articles is shown in Figure 4. Of note, key ideas highlighted in the word cloud in Figure 2 show the valency of patient perceptions and use cases of AI in health care.

General Attitudes. The findings indicate that patients’ initial attitude towards AI before any exposure or after minimal exposure to AI might impact their experiences when interacting with AI tools in a health care setting. In general, patients tended to view AI positively when considering the increased accessibility to care,\textsuperscript{26,27,41} higher rates of companionship and comfort,\textsuperscript{25,35} improved efficiency of care,\textsuperscript{23,44,48,52,53} and decreased cost of diagnosis and treatment.\textsuperscript{19,27,44,45,53} Negative attitudes of patients stemmed from the lack of human supervision in care provided by AI,\textsuperscript{17,32-34,41,43,45,47,53} and the potential risk of job loss.\textsuperscript{28,53}
Factors Influencing Attitudes. Alongside patients’ initial attitude towards AI, many variables or factors could influence the attitudes of patients towards this technology in the health care field. Interactions with AI tools could also contribute to their acceptance and willingness for future engagement with these tools in health care settings.25,27,28,30-32,35,37,41,43,46,50,53

The demographic characteristics of patients, including age,30,32,35 gender,30 race,27 geographical location,28,32 diagnosed disease,28,43,46 disease severity,43,50 and level of education,30 were found to influence patients’ attitude towards AI; however, studies showed conflicting results. For example, some studies indicated a higher acceptance and preference for AI in the younger population,28,30,32 while other studies showed that the older population had higher acceptance or comfort for AI than the younger population.30 Other conflicting factors were the performance of AI,27,37,41 level of supervision during AI use,25 and level of trust towards AI and its function.25,27,28,31,53 Reasons that underly these inconsistent results might include differing patient populations and their stratifications, such as comparing articles that chose patients from multiple specialties in hospital settings and articles that selected patients from one specific specialty. Moreover, wide-ranging demographic characteristics like employment status and diverse data collection methods like individual interviews versus surveys were not considered when interpreting the results.

Factors that tended to have a positive influence towards patient experience with AI included familiarity with function,27,31,32 previous exposure to similar tools,31,32,36,46 supervision during use,33,38 and the simplicity of tools.34 Conversely, factors such as lack of evidence and rigor of system,21,28,31,37,39,41,45 inappropriate decisions made by AI and the associated negative consequences,33,37,41 prohibitive costs of purchasing or using an AI tool,32,49,51 and inability to effectively communicate problems and emotions to AI technology31,41 reduced acceptance of AI tools by patients.

Neutral factors came from two domains: the use of AI implemented and the setting preferences wherein AI would be used. Although this is not a comprehensive list, patients considered AI’s uses as second opinions,24,42 personalization of care,42 providing virtual or long-distance care,20 or supplementation of simple tasks,17,19
Factors for timing and setting included the stage of care at which AI was used, such as during initial consultation or follow-up, and the field or discipline for which the AI tool was designed.

**Considerations for the Design of AI.** The design and performance of AI tools played a crucial role in patients’ acceptance of AI, being generally more accepted by patients the easier they were to use and when including design features such as comfortable user interfaces, familiar operations, and personalized functions and services. The performance of AI tools was evaluated by their intended objectives and the efficiency of the tools to deliver on them. AI tools were more likely to be deemed beneficial when demonstrating increased reliability and increased efficiency while not hindering the safety of any involved stakeholders and end-users. These considerations were noted to play a further role in a patient’s quality of life and mental health, indicating the need for proof of concepts, risk assessments, and careful testing before implementing AI tools in health care.

---

**Table 3. Summary of Themes**

<table>
<thead>
<tr>
<th>Themes</th>
<th>Description</th>
<th>Subthemes</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>General attitudes</td>
<td>Patients’ initial attitude towards AI before any exposure or after minimal exposure to AI</td>
<td>Positive general attitudes</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative general attitudes</td>
<td>10</td>
</tr>
<tr>
<td>Factors influencing attitudes</td>
<td>The variables originating from participants or perceptions of participants during their interactions with AI tools that influence their attitude towards AI</td>
<td>Positive interactions</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Neutral interactions</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Negative interactions</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Previous experience</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Demographic information</td>
<td>9</td>
</tr>
<tr>
<td>Considerations for the design of AI</td>
<td>The design of AI, which describes the variables of AI tools (eg, color of the AI tool), that play a crucial role in patients’ acceptance of AI use in their care experience</td>
<td>Ease of use</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Efficacy and accuracy</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Data-related concerns</td>
<td>13</td>
</tr>
<tr>
<td>Considerations for the use of AI</td>
<td>The other aspects of AI use that patients may consider or want to know, such as informed consent, regulation, trustworthiness, and user-based development</td>
<td>Informed consent</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clinical setting</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Understanding of AI tool</td>
<td>8</td>
</tr>
</tbody>
</table>

**Table 4. Descriptions of Subthemes**

<table>
<thead>
<tr>
<th>Themes</th>
<th>Subthemes</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>General attitudes</td>
<td>Patients’ initial attitude towards AI tool</td>
<td></td>
</tr>
<tr>
<td>Factors influencing attitudes</td>
<td>Interactions</td>
<td>Patients’ interactions with AI tools, contributing to their attitudes towards AI tools</td>
</tr>
<tr>
<td></td>
<td>Previous experience</td>
<td>Patients’ experience with AI tools prior to study dictating future engagement</td>
</tr>
<tr>
<td></td>
<td>Demographic information</td>
<td>Demographic characteristics of patients that may influence experience with AI</td>
</tr>
<tr>
<td>Considerations for the design of AI</td>
<td>Ease of use</td>
<td>Considerations based on the interface, look, and function preferences of patients</td>
</tr>
<tr>
<td></td>
<td>Efficacy and accuracy</td>
<td>Considerations based on the efficacy and accuracy of AI</td>
</tr>
<tr>
<td></td>
<td>Data-related concerns</td>
<td>Considerations for security and ownership of health-related data</td>
</tr>
<tr>
<td>Considerations for the use of AI</td>
<td>Informed consent</td>
<td>Considerations for patients to make informed decisions</td>
</tr>
<tr>
<td></td>
<td>Clinical setting</td>
<td>Considerations for different populations</td>
</tr>
<tr>
<td></td>
<td>Understanding of AI tool</td>
<td>Considerations for regulatory oversight and protection</td>
</tr>
</tbody>
</table>

---

Factors for timing and setting included the stage of care at which AI was used, such as during initial consultation or follow-up, and the field or discipline for which the AI tool was designed.
Another consideration for design was the security and ownership of health-related data. To protect health data, multiple factors were involved, such as respect for patient autonomy and transparency, encryption for data storage, and appropriate platforms and institutions for data. The final main component was the use of the data and their confidentiality. Studies showed that patients preferred sharing health data with public health organizations and universities but were worried about health data being shared with or sold to commercial organizations that might profit from their use. Despite privacy concerns, some expressed that anonymous use of participants’ data was acceptable for research and that, in extreme health care crises, exceptions to data privacy could be made.

**Considerations for the Use of AI.** In clinical settings where AI tools were used, many studies showed that a majority of patients did not fear the use of AI and that patients and participants positively responded to the use of AI in various fields of medicine such as cancer, neurosurgery, preventive medicine, radiology, and virtual care. However, other studies showed a lack of trust and understanding of the current state of AI development, leading to negative responses and pushback for AI implementation in medicine.

Informed consent, the principle that one should have sufficient information and understanding before making decisions about one’s own medical care, was another aspect for concern when implementing AI tools. Although conflicting opinions were present in debate, studies suggested that patients preferred transparency and disclosure about the exact application of the tool, even when undergoing AI-assisted brain surgery. Furthermore, Robbins and colleagues found that patients preferred transparent oversight not only about the use of AI tools but also at all stages of AI tool development.

Accountability, defined as considerations for regulatory oversight and protections, was also a concern for patients, when considering the governance of AI tools, the trustworthiness of the tool, and the lack of patient input for device development, as well as concerns about disclosure and informed consent in the context of lawsuits. Given that AI is not “human,” it was unclear who patients could approach when mistakes were made.

**DISCUSSION**

This scoping review revealed common themes regarding patient perceptions and considerations on the development and use of AI in health care. Previous literature focused on clinician experiences and factors impacting provider adoption of AI tools in health care, such as perceived trust. Our results call attention to key insights from the patient perspective, highlighting...
patients’ general attitudes, the role of demographic factors, the acceptability of AI, and the perceived impact of AI on care. In addition, our findings suggest important considerations for the design and implementation of AI including the user experience, data privacy, data, performance, accountability framework, informed consent, data privacy, data, and equitable access. AI equity, and transparency in outputs.

Implications for Policy
These results, which focused solely on the patient perspective, align with previous literature regarding factors that impact the adoption of AI by clinicians in health care settings. For instance, AI user interface and integration with current clinical workflow were suggested as key factors for clinicians. However, although education about AI and its perceived value were mentioned as important components considered by clinicians, these were of lesser priority for patients, which illustrated the differing design needs and adoption requirements between these groups, especially considering there was an increased focus on the role and use of AI cases for clinicians. These disparities suggest that when designing AI tools, it is essential to consider all stakeholders, including those beyond patients and clinicians such as caregivers and health administrators.

One study by Scott, Carter and Coiera considered perspectives from multiple stakeholders, including patients, clinicians, health care leaders, and industry representatives. Their results presented a spectrum of attitudes regarding AI and health care with common concerns centered around the requirement for safeguards to prevent patient harm, the need for regulatory oversight, and restricting the role of AI as an assistant rather than a decision-maker. Of note, patient participants reported more positive attitudes towards AI compared to their non-patient counterparts on the condition that trust and oversight were established. These findings, along with results from articles included in this review, indicate that user trust in the technology is an important component in the adoption of AI in a clinical setting.

Implications for Policy
Although equity was found to be an important element from the patient perspective among articles included in this review, there were only a few or vague mentions of managing inequity and bias in AI research and regulatory guidelines, suggesting the need to better regulate and mitigate inequity in AI. An example of a helpful tool to address this need is the DEEP-MAX Scorecard, where policy makers can compare AI tools in regards to different factors such as data privacy safeguards, equity, and transparency in outputs. Furthermore, one study exploring the perspectives in government, health care organizations, and information technology found concerns to be centered around barriers within the legal or regulatory landscape. These results stressed a need for public policy and the establishment of standardized guidelines, best practices, and boundaries on the use of AI in health care to reduce the likelihood of data breaches and patient harm, particularly when accessing personal health information.

Implications for Future Research
Although the theme of informed consent was commonly reported by patients, it was not always evident whether research ethics approval was obtained in the studies we selected. There is a need to establish clear research ethics guidelines regarding the involvement of patients or secondary uses of patient data in the deployment of a novel AI technology in consideration of the accelerating pace by which AI is being created and adopted within medicine. For example, the National Health Service (NHS) in the United Kingdom came under criticism regarding their intention to extract anonymized patient data, with advocates urging for patient consent to be obtained and transparency to be increased. The majority of the current literature comprised proof-of-concept studies with a minority demonstrating AI in a real-life clinical setting, suggesting that AI in health care remains within the early stages of development and will require an established framework to demonstrate its validity and efficacy compared to standard care to showcase its value. Although it was noted that unavailability or inaccessibility of real data could hinder the accuracy of AI, there is a palpable tension between safeguarding patient rights and improving the performance of AI.

Limitations
Limitations to our scoping review include the restriction of works published in English and interrater agreement. Consequently, our findings may not be representative of the broader global patient population, limiting the generalizability of our findings. Although our team could have considered leveraging translation tools to include non-English papers, it would be difficult to reliably extract results from academic and scientific works without specialized translation assistance, given the nuanced nature of understanding patient perspectives and attitudes.

A quality assessment was not performed considering that scoping reviews generally aim to provide an overview of the literature on a topic and are generally not designed to assess the quality of included studies. Notably, 34 articles were not available to be retrieved...
Patient perspectives identified in the included articles represent summarized viewpoints from a variety of data collection methods, and we were unable to conduct a thematic analysis of the patients’ own words. Furthermore, these articles spanned different health care disciplines, AI roles, and technological maturity (eg, hypothetical technology to proof-of-concept to real-life clinical setting), as well as a broad range of patient demographics, such as age, geographical location, and level of education. As such, our scoping review presents a general overview of the literature regarding patient viewpoints on the topic of AI in health care. Future studies should explore how patient perspectives differ among specific AI roles or level of technological development.

Despite considerable investment across the world in COVID-19 AI tools, we were unable to find papers related to patient perspectives on AI tools used during the pandemic, suggesting that this might be a current gap in the literature. Future studies should investigate AI designed for COVID-19 and any differences between patient perspectives compared to the pre-pandemic era. The majority of the current literature centered around adoption by clinicians, health care organizations, or health system planners. In consideration of the disparities of the health care systems elucidated by the pandemic and the focus on equity mentioned by patients in our included articles, it would be important to consider the risk of bias and discrimination from AI algorithms used to inform decisions as part of the COVID-19 pandemic response. For example, Schwabe and Wahl called for person-centric guidelines that embraced ethics and equality in design, development, and implementation. As a key factor identified by patients, these guidelines still require further refinement in their early development phases and were not commonly used in many of the papers we screened, suggesting poor uptake.

Overall, this scoping review is among the first to compile patient perspectives and considerations on the use of AI in health care using an interdisciplinary approach that included literature from both engineering and medicine, as well as grey literature, to consider patient perspectives reported outside of academia. This provided a fuller snapshot of the current literature across the entire breadth of health care, rather than localized to a specific medical specialty. Our findings indicate that patients would like to know how AI is incorporated into the care that clinicians deliver, and how decisions related to their care are made, and that their personal health information is safeguarded. Despite the limitations, the themes presented in this review present universal considerations for AI in health care.

CONCLUSIONS

This scoping review identified common themes in the literature regarding patient perceptions on the use of AI in health care. These themes may offer greater insight into considerations during the development, implementation, evaluation, and improvement of AI tools in health care. However, a greater understanding of the guidelines, standards, and reasoning for current patient perspectives, especially among differing patient populations, is needed to facilitate the translation of knowledge into clinical evaluation and practice. By incorporating these factors, AI tools in health care can better address and target users’ needs. This attempt to understand patient concerns and needs can also serve as a baseline for AI tool development and evaluation of existing AI tools. With this purpose in mind, future studies examining AI use in health care should aim to evaluate and incorporate patient perspectives.

Patient-Friendly Recap

- The use of artificial intelligence (AI) in medicine is on the rise, but patients’ perspectives on the design, development, and implementation of AI in health care are scarcely addressed.
- This scoping review synthesized current literature regarding patients’ understandings of AI in health care and identified key concepts and knowledge gaps in this literature.
- The findings indicate that patients’ needs and expectations are not fully considered in the application of AI in health care, particularly regarding user experience, AI performance, accountability, informed consent, data privacy, and equitable access.
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Appendix A: Medline Search Strategy.

Below is an example of the search strategy designed for Medline, using manual filter toggles to adjust to English publications from January 2015 to May 2022:

(exp patient satisfaction/ or exp patient preference/ or ((patient* or user*) adj2 (perspective* or percept* or report* or experience* or satisfact* or prefer* or trust* or attitude*)).tw,kf.) and (exp algorithms/ or exp artificial intelligence/ or exp machine learning/ or ((Artificial adj2 intelligenc*) or AI or algorithm* or ((machine or deep) and learning*) or intelligent agent* or machine intelligence*).tw,kf.)

Results: 6,327